ALGEBRAIC ANALYSIS OF AGGREGATION-BASED MULTIGRID

ARTEM NAPOV* AND YVAN NOTAY'

Abstract. Convergence analysis of two-grids methods based on coarsening by (unsmoothed) aggregation is presented. For
diagonally dominant symmetric (M-)matrices, it is shown that the analysis can be conducted locally; that is, the convergence
factor can be bounded above by computing separately for each aggregate a parameter which in some sense measures its quality.
The procedure is purely algebraic and can be used to control a posteriori the quality of automatic coarsening algorithms.
Assuming the aggregation pattern sufficiently regular, it is further shown that the resulting bound is asymptotically sharp for a
large class of elliptic boundary value problems, including problems with variable and discontinuous coefficients. In particular, the
analysis of typical examples shows that the convergence rate is insensitive to discontinuities under some reasonable assumptions
on the aggregation scheme.

Key words. multigrid, algebraic multigrid, two-grid cycle, aggregation, convergence analysis

AMS subject classifications. 65F10, 65N55, 65F50

1. Introduction. We consider multigrid methods [15, 5, 16] for solving large sparse n x n linear systems
Ax=Db (1.1)

with symmetric positive definite (SPD) system matrix A. Multigrid methods are based on the recursive use
of a two-grid scheme. A basic two-grid method combines the action of a smoother, often a simple iterative
method, and a coarse grid correction, which corresponds to the solution of the residual equations on a coarser
grid. The convergence depends on the interplay between this two components and, when simple smoothers
are used, it relies essentially on the coarsening; that is, on the way the fine grid equations are approximated
by the coarse system.

Here we consider coarsening by aggregation. In such schemes, the fine grid unknowns are grouped into
disjoint sets, and each set is associated with a unique coarse grid unknown. Piecewise constant prolongation
is then a common choice, which means that the solution of the residual equation computed on the coarse grid
is transferred back to the fine grid by assigning the value of a given coarse variable to all fine grid variables
associated with it. This makes the coarse grid matrix easy to compute and usually as sparse as the original
fine grid matrix.

Aggregation schemes are not new and trace back to [1, 3]. They did not receive much attention till
recently because of the difficulty to obtain optimal solvers on their basis with V- or W-cycle [14, p.p. 522-
524]. However, in two-grid setting, its application to model constant coeflicient discrete PDE problems can
lead to a level-independent convergence [6]. Moreover, the level-dependent convergence in multi-level setting
may be cured by using more sophisticated K-cycles, in which Krylov subspace acceleration is used at each
level [11].

Now, the (Fourier) analysis developed in [6] only addresses constant coefficient problems with artificial
(periodic) boundary conditions. Although there are numerical evidences that aggregation based methods can
be robust in presence of varying or discontinuous coefficients [10], this yet remains to be proved. On the
other hand, it is also lacking an analysis which would not only allow to assess a given aggregation scheme for
a problem at hand, but could also serve as a guideline in the development of aggregation algorithms, in much
the same way the coarsening strategies used in classical AMG methods may be derived from the objective to
keep reasonably bounded some convergence measure of the resulting two-grid scheme [2, 12, 13, 14].

This paper is a short version of [8], where these gaps are filled by developing a convergence analysis which
relates the global convergence to “local” quantities associated with each aggregate. This analysis is based on
a general algebraic result which requires only an appropriate splitting of the system matrix A, and we show
how this splitting can be constructed in a systematic way when the matrix is diagonally dominant. Further,
the needed local quantities are easy to compute solving an eigenvalue problem of the size of the aggregate.
They can also be assessed analytically in a number of cases. This assessment reveals that the convergence
is to a large extent insensitive to variations or discontinuities in PDE coefficients if aggregation satisfy some
reasonable requirements.

Moreover, the bounds deduced in this way can often be shown asymptotically sharp provided that one
assumes a simplified smoothing scheme with only one damped Jacobi pre- or post-smoothing step. Hence, we
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do not only develop a qualitative analysis, but also a quantitative one, complementary to Fourier analysis:
this latter allows to assess the benefit of more smoothing steps or increasing smoother quality, but is restricted
to constant coefficient problems on rectangular grids.

The remainder of this paper is organized as follows. The general framework of aggregation-based two-
grid methods is introduced in Section 2. The algebraic analysis is developed in Section 3, and illustrated in
Sections 4 and 5 on PDE problems with, respectively, continuous and discontinuous coefficients.

2. Aggregation-based two-grid schemes. The coarsening procedure is based on the agglomeration
of the unknowns of the system (1.1) into n. non-empty disjoint sets called aggregates. The size of k-th
aggregate is denoted by n(®¥) > 0. For the sake of simplicity, we assume that every node belongs to an
aggregate; a more general situation where some nodes remain outside an aggregation procedure is discussed
in [8]. We also assume, without loss of generality, that the ordering of the unknowns is such that those
belonging to (k+ 1)-th aggregate have higher indices that those belonging to k-th aggregate, k = 1,...,n.— 1.

The aggregates are the variables of the next (coarse) level in the multigrid hierarchy. Once they are
defined, the n x n. prolongation matrix is given by

(P)i; = 1 if i belongs to j-th aggregate , j=1,...,n,
Y71 0 otherwise.

Hence, setting 1,, = (1 1 --- 1)7 with m being the vector size, we have

1o
P= . (2.1)
1,me
In what follows, we assume a slightly more general form of (2.1)
p®

- (2.2)
p(nv)

with p*) being a vector of size n*). We shall see, however, that for the considered examples the choice
p®) =1, is often the best (or even the only reasonable) choice.

Once the prolongation P is known, the n. x n restriction matrix is set to its transpose and the n. x n.
coarse grid matrix is given by the Galerkin formula A. = PTAP. In order to complete the definition of
a two-grid scheme, one also needs to specify the pre- and post-smoother matrices M7, My, as well as the
number v and v, of pre- and post-smoothing steps, respectively. The iteration matrix Fpg of the two-grid
cycle is then given by

Erg = (I — My A2 (I — PYAZYPAY(T — Mt A, (2.3)

where I stands for identity matrix. The main objective of this paper is the analysis of its spectral radius
p (Erg) (that is, its largest eigenvalue in modulus), which governs the convergence of the two-grid scheme.
It is often convenient to define a “global” smoother X via the relation

I—X'A=(I—-MPA)" (T - My A=, (2.4)

X has the same effect in one iteration as o steps of post-smoothing followed by 14 steps of pre-smoothing.
In what follows, we assume that X is SPD, which does not necessarily requires the symmetry of M; and Ms.

3. Algebraic analysis. The starting point of our analysis is a notorious identity for the two-grid
convergence rate introduced in [4, Theorem 4.3]. We recall it up to a slight generalization in Theorem 3.1
below. The generalization, that is based on the results in [9], allows for nonsymmetric smoothing scheme,
e.g., v1 = 1 and o = 0. It is somehow important because the parameter pup for D = diag(A4), which is
investigated in the remainder of this paper, appears then directly connected to the convergence factor of a
simplified two-grid scheme with only 1 pre- or post-smoothing step.

THEOREM 3.1. Let A be a n x n SPD matriz and let P be a n X ne. matriz of rank n, < n. Let My, 11
and Ms, vy be such that X, defined by (2.4), is a n x n SPD matriz and let Epg be the two-grid iteration
matriz defined by (2.3).

Then, setting 1x = P(PTXP)~'PT X, we have

p(Erg) = max ()\max(XlA) -1,1- 1) , (3.1)
nx
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where

e vIX(I —7x)v
= X — T
X veRm\ {0} vT Av

Moreover, for any n x n. SPD matriz D, setting tp = P(PTDP)~'PTD and

vID(I —7p)v
_ D)V 3.2
HD vel]%lf?\)io} vT Av ’ (3.2)
there holds
< vi Xy (3.3)
max ———— ) )
ox = VGR"a\{O} vIDv ) P

In particular, if My = My = w™ D, v; +vo =1 and w™' > Apax (D 1A), one has
w

Bre)=1- 2.
p(Erc) s

When D is chosen independently of P, the first factor in the right hand side of (3.3) depends only on
the smoothing scheme. If M} = MJ = M and vy = vy, setting S = I — M 1A, one has further

viXv —1 n 2 2 n
Cr <ot WeRN0} = [ISVIE < IIVIE - ol lvllap-ia W ER™.

Hence, when D = diag(A) (the choice that is privileged in the rest of this work) this quantity is nothing
but the inverse of the smoothing factor in Ruge-Stiiben analysis [14]. On the other hand, the second factor
in the right hand side of (3.3) depends on P but not on X, and keeping it bounded amounts to satisfy an
approximation property.

Now, our analysis is based on the splitting of A as

A=A, +A,, (3.4)
where A, and A, are both symmetric nonnegative definite and A, is block diagonal:

A
Ap = - ’ (35)
A(nc)

where A®) |k =1,...,n,, is of size n®) x n*), In what follows, N'(A*)) stands for the (possibly nonempty)
null space of A%) and R(A®)) represents its range.

As an example, consider a symmetric diagonally dominant matrix A with positive diagonal entries (in
particular, if all off-diagonal entries are nonpositive, the matrix is an M-matrix). The matrices A®), k =
1,...,n. can be constructed by restricting the matrix A to the unknowns belonging to the k-th aggregate and
then by subtracting the corresponding contribution C'*) = diag(c;) from its diagonal, in order to keep

[0S %

diagonally dominant, and, hence, nonnegative definite. Since A is diagonally dominant, the contribution
subtracted from the diagonal of each A®) can be such that either each row of A, is weakly diagonally
dominant; that is

n

(A)js — Y. Ayl =0, j=1,..n; (3.7)
i=1, 0]
or such that each row of A, is weakly diagonally dominant; that is

(A)ji— > 1Al =0, j=1,...n; (3.8)
=1, itj
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or something in between.

Once the splitting is known, the following theorem allows to estimate the “global” approximation property
constant up by means of “local” quantities ,u%c), k=1,...,n.. Because each M%C) corresponds to a particular
aggregate k, it may be seen as a measure of this aggregate’s quality.

THEOREM 3.2. Let A = Ay + A, be anxn SPD matriz, with Ay and A, symmetric nonnegative definite
and Ay having the block-diagonal form (3.5). Let P be a n X n. matriz of rank n. < n and of the form (2.2).
Let

DM
D =
D(”C)
be a n x n SPD matrixz and define up as in (3.2). Letting
0 if n®) =1
k T (k)
/L(D) — sup v(k) D(k)(_[ -7 )V(k) Zf n(k) o1, (39)
v\ Ay v T AGyE)
where k =1, ...,n. and ﬂg) =p®(pk*) TD(]“)p(k))’1 p(k)T D®) | there holds
pp < max Mg) . (3.10)
k=1,...,n¢
Moreover, for k=1,...,nq, ut¥ if and only if N'(A®) (k) ith, i
, =1,...,n iy < oo if and only if N(A™) C span {p }, with, in the latter case,
0 if n®) =1
(k) _ &) T ) (1 — 7By (k) 3.11
e max v T( o )V ifn®) > 1. (3:11)
v eR(AR\{0} vk) T Ak)y (k)

Now, it is clear that the value of ug) strongly depends on p*). In the theorem below we further indicate

the scope of variation of the aggregate’s quality if A®) and D®) are given, and determine the p(*) that leads
to the best quality.

THEOREM 3.3. Let A®) and D®) be, respectively, a n™ x n®) non-zero symmetric nonnegative definite
matriz and a n®) x n®*) SPD matriz, with n® > 1. Let p®) be a non-zero vector of size n®). Let

k
vIDW®(1 - wg))v
vT Ak)y ’

k
Hp' = sup

(3.12)
veRrFI\N(AR)

where Wg) = p(k)(p(’“)TD("f)p(k))_1 p(k)TD(k) and let Ay < Ay < - < A, be the eigenvalues of
Dk T AR, Then,

A< <At (3.13)

Moreover, if D*) ! AR pE) = X\, p*) | then

k 1
' =5 (3.14)

and, assuming /J,(Dk) finite,

v e R(A®) and vID® (I — ﬁg))v = ,u(Dk)vTA(k)v =

D) - ARy = \ov  and VTD(k)p(k) =0.

By way of illustration, consider a symmetric diagonally dominant M-matrix and assume that the splitting
A = Ay + A, is based on the rule (3.7). Then, each A®*) is singular with its null space equal to span{1,, }.

Theorem 3.2 then shows that one has to use pt¥) = 1, to keep ,u%c) finite, in which case, by Theorem 3.3,
1 —1
Mg) = Xo(DW ARy



4. Discrete PDEs with constant and smoothly varying coefficients.

4.1. Preliminaries. We start considering matrices associated with the 5-point stencil

—a,
-y g —Og with agz,ay >0 and ag > 2(a, + o) (4.1)
—ay

on a rectangular grid of arbitrary shape. For such matrices we want to assess boxwise aggregates with four
nodes per aggregate (as on Figure4.1(a)) and linewise aggregates with two, three and four nodes (as on
Figure4.1(b)). We select the splitting A = A, + A, satisfying (3.8). The prolongation vector is p*) = 1,,),
k=1,...,n. and, as can be checked from (4.2) and (4.4) below, it is an eigenvector of D*) 1 A®) agsociated
with the smallest eigenvalue §ga; ', where 64 = agq — 2(a; + ) > 0. Theorem 3.3 then implies that
-1
P = 2y (D®) TH A= = gy ag (AR
Considering more specifically boxwise aggregates, we have

Qg + ay —Qly —Qy, 0
(k) _ —0y Qg tay 0 —Qy
4 —ay, 0 az+ay —Qy +oal, (4.2)
0 —ay, —0p O oy
and, hence,
(k) 20, + 20 + dd
= 4.3
Ko 2min(ay, ay) + 0’ (4:3)
whereas for linewise aggregation of size m in x direction
Qp  —Qg
AW — | TG 20 b oal (4.4)
—ou
—ay Qg
and, hence, the following formula holds for m = 2,...,4:
k) _ 20, + 20 + dd (4 5)

Mo = 0 m = 2)aw + 04
It follows that linewise aggregates of size 4 oriented in the direction of strong coupling become more

attractive than boxwise aggregates whenever max(a, o) > (2++/2) min(a,, o) . Always choosing the best
aggregate shape, we have then

u¥ <3+ v2. (4.6)

Since linewise aggregates of size 3 and 2 have better quality than linewise aggregates of size 4, as can be
concluded from (4.5), this upper bound holds for them as well.
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FIGURE 4.1. Ezamples of (a) bozwise, (b) linewise and (c¢) L-shaped aggregation patterns.
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4.2. Constant coefficients. We now discuss more specifically the five point finite difference approxi-
mation of

0 ou 7] ou
p <a$ax) + o (ayay> +Bu=f onQ, (4.7

with uniform mesh size h in both directions, where the boundary 92 of the domain Q € R? is the union of
segments parallel to the z or y axis and connecting the grid nodes. Note that 2 is possibly not convex and
may contain holes.

If the PDE coefficients o, o, and (3 are constant, the above results allow to assess aggregate’s quality
for some typical aggregate shapes. It is also easy to extend the reasoning to further aggregation schemes,
leading to bound above (4.6) by a modest constant if either coefficients are isotropic (a, = ) or if one uses
linewise aggregation along the strong coupling direction. For instance, if a; = «, (4.5) with m = 3 also
applies to L-shaped aggregates as illustrated on Figure 4.1(c).

Regarding Neumann boundary conditions, only the quality of aggregates that contain boundary nodes
is not covered by the above analysis. Again, however, isotropic coefficients and linewise aggregates aligned
with strong coupling yield bounds similar to (4.3) and (4.5). For instance, if o, = o, and 8 = 0, boxwise
aggregation near a Neumann boundary result in matrices A®) and D®*) that have the form analyzed in
Lemma 5.1 below, with a3 = a3 and a3 = a4 = 0 (boundary aligned with grid lines), as = a3 = a4y =0
(resorting corners), or a; = aa = a3 and gy = 0 (re-entering corners). As shown in this lemma, one has then
ug) < 2 in the two former cases and ,ug) < 2.23 in the latter, compared to ,ug) = 2 away from the boundary.

Note that our analysis does not require all aggregates having the same shape, which in fact seldom occurs
with practical aggregation algorithms (see [10] for an example). One should just take care that the global
up is not larger than desired because of a few irregular aggregates, which in practice can be prevented by
breaking them into smaller pieces.

When the discrete PDE (4.7) has smoothly varying coefficients, it can be shown (see [8] for details)
that vanishing deviation of A®) and D®) from constant coefficient case leads to a vanishing perturbation in
quality ,u(Dk). Therefore, the results of the this subsection carry over the smoothly variable coefficient case, at
least when the mesh size h is small enough.

4.3. Numerical example. We consider the linear system resulting from the 5-point finite difference
discretization of (4.7) on Q = [0, 1] x [0, 1] with Dirichlet boundary conditions and constant coefficients a,;,
a, and 3 = 0. The discretization is performed on a uniform rectangular grid of mesh size h = (N +1)~! in
both directions.

For the sake of simplicity, we let N be a multiple of 12, which allows that the whole domain is covered
with aggregates of the same shape. Using the rule (3.7), the matrices A®) and D®) are the same for all
aggregates. As a consequence, the quality estimate ,u%c) is the same as well.

We consider first an isotropic situation (a; = o). The columns from 2 to 7 of Table 4.1 then give the

values of yup and of its upper bound M(LI;) for three types of aggregation pattern, presented on Figure 4.1.
Observe that when nodes are added to an aggregate, its quality is not necessarily deteriorated, as can be
seen comparing L-shaped and box aggregates. We next consider in columns 8 to 13 an anisotropic situation
(ay = 10ay,). One sees that boxwise aggregation is not recommended in this case.

TABLE 4.1
The value of up and of its upper bound (3.10) for different grid sizes.

Oz =0y, 06 =0 oz =100y, 04 =0
pairwise L-shaped boxwise linewise linewise boxwise
(size=3) (size=4)

N |68 | wo | pB | po |6 | pp | B \ po | p¥ \ po | pd | pp
12 2 1940 | 4 | 2315 | 2 1.959 || 2.2 | 2.184 | 3.756 | 3.638 | 11 | 8.431
24 2 1984 | 4 | 2377 | 2 1.989 || 2.2 | 2.196 | 3.756 | 3.744 | 11 | 10.185
48 2 1996 | 4 | 2394 | 2 1.997 || 2.2 | 2.199 | 3.756 | 3.7563 | 11 | 10.778
96 2 1999 | 4 | 2399 | 2 1.999 || 2.2 | 2.200 | 3.756 | 3.755 | 11 | 10.943

4.4. Sharpness of the estimate. Numerical results in Table 4.1 indicate that the bound (3.10) on
up can be asymptotically sharp for N large enough. Moreover, as shown in Theorem 3.1, if only one Jacobi
smoothing iteration is performed, we further have p(Erg) = 1 — wul_)l. Hence, a sharp estimate of up
further leads to a sharp estimate of the two-grid convergence rate. The reader can wonder why and when
this happens. This is what we look into in the present subsection, starting with the first question for the
particular case of boxwise aggregates.



Consider that the setting of the above example holds. Without loss of generality, we assume in addition
that o, > «. First, we recall that Dk ! AF)pk) = X\ (DK ! A®))p*) " and, hence, the vector v;, =
(11-1-1)T € R(A®) that can be checked to satisty D*) - ARy = \o( D) - A®)) vy, reaches, according
to Theorem 3.3, the supremum in definition (3.9) of ,ug;). Therefore, setting

v=mwv" wv" v,
we locally reproduces the maximizing vectors for every aggregate. Moreover, setting vy = v3 = --- = vy =
—YN41 = 0 = —YaN = Yan+1 = -+ = 1 we further make v take the same value at every two connected

nodes that belong to different aggregates. Hence, since A, have the form (3.6) with diagonal blocks being
diagonal matrices, there holds (A,);; (V)i — (v);) = 0 for all 4 and j. Therefore, setting o; = > 7_, (4;)y;
and using

vAv=-3 % (A0)yy (@) = @) + Yo (97 (4.8)

ij=1

there holds, since ¢; > 0 only for the unknowns near the boundary,

VAV = ZU’ V)i? =2N(a, + ay) = 2Ny + ay)a; 'V Dv. (4.9)

On the other hand, note that p®*) T D)y, = 0 implies 7pVv = 0, and, hence,

VID(I — 7p)v VT Dv VT Dv )
WD 2 =i ==t i v — STAviSTAS -1 = (k) TAv (4.10)
viAyv +vTAv viAyv +vTAv /ig) VT DV + VT A, ¥ Rl +u \‘/,TD‘\,/

It then follows from (4.9) that up — p D) for N — oco. Essentially the same results can be proven for the
linewise aggregates of size m < 4, see [8] for details.

A more general analysis of the sharpness (“when this happens?” part of the above question) is also
possible and is performed in [8]. In particular, it is shown there that the lower bound on pp (like the one
given by (4.10)) can be computed using only aggregates belonging to a given subset €2, of unknowns. The
main contribution to the left hand side of (4.8) then comes from the set 9, of “boundary” unknowns of Q,.
One than often has, denoting by |Q4| (resp. |09]) the size of the set 2, (resp. 9Q4),

VAN = Zm O(16m)),

and
vIDv = (’)(|Qh|)

Therefore, if the subset ;, corresponds to a subdomain covered with boxwise (as on Figure 4.1(a)) or linewise
(as on Figure 4.1(b)) aggregation pattern and associated to constant coefficients «,, o, and 3, the bound

(4.10) can be shown to hold for u [I; ) associated to aggregates in €. Hence, one proves that the asymptotical
(h — 0) value of up satisfies

(k )

WD > fip aggregate k C Qy, (4.11)

if the quotient [9Qy|/|Q| vanishes for h small enough. Moreover, if (2, contains the aggregates of the

)

worst quality; that is, if maxy—1 . n, pp = i D) for aggregates k C €0, then (4.11) proves the asymptotical

sharpness.
5. Discrete PDEs with discontinuous coefficients.

5.1. Preliminaries. As in the previous section, our analysis is based on the aggregates’ quality, which
in turn involves the computation of the second smallest eigenvalue of small matrices. The following lemma
is helpful in this respect.

LEMMA 5.1. Let

4041 —2041 —20&1
_ 1 720&1 30&1+042 —Q]— Q2
Ad - 5 —2&1 3a1+a3 —Q1—Q3 (51)

—q1—ay —ap—a3 201 +oastas
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and
Dy = diag (4o 2(an4a2) 2(ar+as) (ar+ast+az+ay)), (5.2)

where a1 > 0 and a9, asz, ag > 0. Ay is positive semi-definite, and let )\Q(D(;IAd) be the smallest nonzero
eigenvalue of D;lAd.

Then,
_ 5— V17
X2 (Dy YAy > 3 , (5.3)
and, if oy = ag and az = ay, there holds
_ . 1 3041 =+ Q3

Xo(D71Ay) = - — . 5.4
20540 = min (5. g0 ) o4

Moreover, if a1 > «ag, as, ag, one has
Xo(D7'Ag) > B (5.5)

with B = AQ(D;lAd) (= 0.449) being evaluated for oy = ag = a4 =1 and a3 = 0.
Furthermore,

Q) > ap =Qa3 =4
if or 1 = Qig > (i3 = Oy (5.6)
or iy = Qg = Qg > Oy

Aa(Dy ' Ag) >

N |

5.2. Analysis. We consider the PDE (4.7) with piecewise constant isotropic coefficients (a,(x,y) =
ay(z,y)) and § = 0, and assume Dirichlet boundary conditions. As in the previous section, we consider the
five point finite difference approximation with uniform mesh size h in both directions (mesh box integration
scheme [7]), and assume that the boundary 9§ of Q C R? is the union of segments parallel to the = or y
axis and connecting the grid nodes. We aim at assessing boxwise aggregation as illustrated on Figure 4.1(a),
which was shown relevant for isotropic coefficients in the previous section.

Here we assume that the possible discontinuities match the grid lines. Hence, ) is a union of non
overlapping subdomains €; in which the coefficients are constant, and the boundary 9€2; of each €; is formed
by segments aligned with grid lines and having grid nodes as end points. To exclude some uncommon
situations, we assume that every two such end points are separated by a distance not less than 2h and
that each box aggregate contains at least one point which is interior to one subdomains. In practice, this
assumption is automatically met if the mesh size is small enough; in fact, it has to be not larger than hq/2,
where hg is the size of the coarsest mesh that still correctly reproduce the geometry of the problem.

The most general situation corresponding to this setting is then schematized on Figure 5.1(a) where the
central aggregate has one node interior to {2; and the opposite node at the intersection of four subdomains:
Q1, Qy, Q3 and Q4. With the splitting satisfying (3.7), the corresponding aggregate’s matrices A®*) and D*)
are given by (5.1) and (5.2), respectively, with «;, ¢ = 1,...,4, being the PDE coefficient in the subdomain
Q;.

Because of the assumption (3.7) and of Theorem 3.3, aggregate’s quality ,u(g) is the inverse of the second

smallest eigenvalue of D*) " A®). Lemma 5.1 then shows us the following.

L j 3 : 4 9 2 : : 1 i i f f L 3 L 2 L 3 L : > :; iI: 9 L 3 {3 . 3 L 3 L
T1] [2 ] 2 =1 1 [
(a) (b) (©) . (@)

FIGURE 5.1. (a) general box aggregate situation with respect to discontinuities and (b) discontinuity nodes aggregated with
white point nodes; (¢) and (d) schematize potential aggregation strategies for the numerical example.
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e The approach is robust in all cases, since, by (5.3), ug)

the relation between the coefficients «;.
e Nevertheless, from a practical viewpoint, (5.3) allows a significant decrease of aggregate’s quality

is always bounded above independently of

compared with the constant coefficient case. However, according to (5.5), which implies ,ug) <223
(compared with 2 in constant coefficient case), a major deterioration is avoided when o > ae, as, ay.
The latter condition is satisfied if nodes belonging to several subdomains §2; are always aggregated
only with nodes that belong to ; with largest PDE coefficient «;. Roughly speaking, the rule may
be summarized as “aggregate discontinuity nodes with those of the strong coefficient region”.

e In many practical cases, no more than two subdomains are involved at a time for a single aggregate,
and either a; = as = a3, or @1 = as and a3 = ay, or as = a3 = a4 hold, as illustrated on Figure
(5.1)(b). Then, if the rule above is applied; that is, if a; is in addition the largest coefficient, (5.6)
applies and shows that there is no deterioration at all compared with the constant coefficient case.

5.3. Numerical example. Consider the PDE (4.7) on a square domain Q=10,1] x [0, 1] with 8 =0,

1 ifx<1/2
az(:c,y)ay(x,y){ d>1) ifz>1/2.

and with Dirichlet boundary conditions. Consider the linear system (1.1) resulting from its five point finite
difference discretization (mesh box integration scheme [7]) on the regular grid of mesh size h = N~!. Since
discontinuities needs to be aligned with grid lines, N has to be even. For simplicity of presentation, we further
assume that it is a multiple of 4. The number of unknowns being (N — 1) x (N — 1) (there is no unknown
for Dirichlet nodes), the grid cannot be covered with box aggregates only and the coarsening is completed
by pair and singleton aggregates. Then, the domain may be covered with box aggregates starting from the
left bottom corner (as on Figure 5.1(c)) or from the right bottom corner (as on Figure 5.1(d)).

TABLE 5.1
The value of pp and of its upper bound (3.10) for different aggregation strategies and for d = 10.

strategy (a) strategy (b)
(k) (k)
N | e ) | o | e w) |
32 3.385 | 3.181 2| 1.993
64 3.385 | 3.286 2 | 1.998
128 3.385 | 3.336 2 | 2.000
256 3.385 | 3.361 2 | 2.000

Note that the quality of aggregates outside discontinuity is at most 2, as can be concluded in the isotropic
case (ay = ay) from (4.3) (for box aggregates) or from (4.5) with m = 2 (for pair aggregates). The bound is
therefore determined by the quality of aggregates containing nodes on the discontinuity, which are given for
d =10 in Table 5.1. Observe that for the second strategy the convergence estimate is exactly the same as in
the constant coefficient case. For box aggregate, this follows from the analysis in the previous subsection: the
aggregates then obeys the “strong coefficient” rule stated above. Regarding the first aggregation strategy,
note that for box aggregates one has

_ 4(144d)

-1 _
piy) = Xa(DW T AW) T = S (5.7)

using (5.4) with @1 = as = 1 and a3 = a4 = d. This is also true in the pairwise case, since then

(k) _ I -1 k) _ (4
a0 = () o= (Y )

Note that (5.7) implies ¥ = 3.38 for d = 10 and p'% — 4 for d — .

5.4. Sharpness of the estimate. Table 5.1 indicates that, once again, the upper bound (3.10) is
seemingly asymptotically exact. In fact, the analysis summarized at the end of Section 4 allows to show that,
asymptotically, up can not be smaller than 2 for an isotropic (o, = o) PDE (4.7) with 8 = 0 and a regular
covering by box aggregates in at least one subdomain in which the PDE coefficients are constant. Hence, our
analysis is accurate when discontinuity nodes are aggregated with nodes in strong coefficient region, since
then ,u([I;) < 2.23. If, in addition, ug) < 2, like for the second strategy in the numerical example above, then
the bound is asymptotically sharp.



It is more challenging to show the sharpness when ,u(g) is significantly larger than 2 for some aggregates

along discontinuity, essentially because the proportion of such aggregates is O(h) or less. In particular, if
Q, is chosen to be a set of nodes belonging to the (worst quality) discontinuity aggregates, the quotient
|0Q,|/|1Q| then does not vanishes for h — 0. Nevertheless, it is interesting to confirm that, as seen in Table
5.1, such a limited amount of low quality aggregates is sufficient to affect the global convergence, and hence
that the rule “aggregate discontinuity nodes with those of the strong coefficient region” has some practical
relevance. In this view, we prove in [8] the sharpness of our estimate for the numerical example above with
the first aggregation strategy (depicted on Figure 5.1(c)), which does not follow the “strong coefficient” rule.
It is further explained in [8] how the proof can be extended to more general situations.

6. Closing remarks. We have developed an analysis of aggregation-based two-grid method for SPD
linear systems. When the system matrix is diagonally dominant, an upper bound on the convergence factor
can be obtained in a purely algebraic way, assessing locally and independently the quality of each aggregate
by solving an eigenvalue problem of the size of the aggregate.

We have applied our bound to scalar elliptic PDE problems in two dimensions, showing that aggregation-
based two-grid methods are robust if

e in presence of anisotropy, one uses linewise aggregates aligned with the direction of strong coupling;
e in presence of discontinuities, one avoids mixing inside an aggregate nodes belonging to a strong
coefficient region or its boundary with nodes interior to a weak coefficient region.
Furthermore, we have shown that the bound is asymptotically sharp when a significant part of the domain
is regularly covered by box or line aggregates of the same shape.

Note that we have conducted the analysis in two dimensions for the sake of simplicity. The same type of
analysis can be developed for three dimensional problems, leading to similar conclusions.

Our results may also have an impact on practical aggregation schemes. Because of the above mentioned
sharpness, it is indeed sensible to expect that aggregation methods can be improved by improving aggregates’
quality. And because aggregates’ quality is cheap to assess, this parameter can effectively be taken into
account in the design of aggregation algorithms. For instance, one may a posteriori check aggregates’ quality
and break low quality aggregates into smaller pieces. It is also possible, in a greedy-like approach, to decide
wether a node (or a group of nodes) should be added to an aggregate according its impact on the aggregate’s
quality and/or select the neighboring (sets of) nodes that are the most favorable in this respect. These
practical aspects are subject to further research.
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