Newton-Krylov methods have proven useful for solving large scale nonlinear systems. An advantage of these iterative methods is that they do not require storage of the system Jacobian, but only require knowledge of how the Jacobian acts on a vector. A difference quotient evaluated at each linear iteration is often used to approximate this action without slowing the convergence rate of the method. For systems with expensive nonlinear function evaluations, however, the requirement of a function evaluation for each linear iteration can result in a very costly computation. We present results exploring convergence rates and time savings associated with using different approximations to the system function in the difference quotient.
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