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Abstract. Best compact discretizations of a simple Monge-Ampere equation are found. It is verified that there is no
fourth-order compact discretization of the Monge-Ampere equation. Multigrid methods combined with τ -extrapolation can
solve the Monge-Ampere equation to fourth-order accuracy. A multigrid method is developed to solve the balanced vortex
model (which involves a more complicated Monge-Ampere equation). This method works efficiently and is orders of magnitude
faster than single-grid relaxations.
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1. Introduction. Monge-Ampere equations were first studied by G. Monge in 1784, and are receiving
considerable interest because of their important role in several areas: differential geometry, Cauchy problems,
etc. A Monge-Ampere equation (MAE) [7] is a second-order partial differential equation of the form ψxxψyy−
ψ2

xy = aψxx + 2bψxy + cψyy + φ, with coefficients depending on variables x, y, the unknown function ψ, and
its first derivatives ψx, ψy.

The type of a MAE depends on the sign of the expression ∆ = φ + ac + b2. If ∆ > 0, it is of elliptic
type; if ∆ = 0, it is of parabolic type; and if ∆ < 0, it is of hyperbolic type. In this paper, we will focus on
elliptic MAEs only.

In section 2, by doing truncation analysis, the best compact discretizations of a simple MAE are ob-
tained. Smoothing analysis has been done for each discretization with the Gauss-Seidel and Jacobi methods.
Multigrid methods are used to test all the discretizations and relaxation schemes. Combining τ -extrapolation
with multigrid can solve the MAE to fourth-order accuracy. A more complicated MAE (the balanced vortex
model) is solved in section 3. Our conclusions are summarized in section 4.

2. Monge-Ampere equation. A simple elliptic MAE

(1− ψxx) (1− ψyy)− ψ2
xy = f (x, y) (2.1)

is considered on the unit square Ω = [0, 1] × [0, 1] with Dirichlet boundary conditions, where f(x, y) > 0.
Here we try to find a fourth-order 9-point compact discretization.

2.1. Compact discretizations. We consider discretizations of (2.1) on a uniform grid Ωh of mesh
size h of the form

Lhψ = whf (2.2)

where

Lhψ =
(

1−Ah
y(a1)D

h
xxψ

)(

1−Dh
yyA

h
x(a1)ψ

)

−
(

Dh
xyψ

)2
, (2.3)

whf = c
(

Ah
x(a2) +Ah

y(a2)
)

f + Shf. (2.4)

Here, a1, a2 and c are constants, and the finite difference operators (Dh
xx,D

h
yy, and Dh

xy), the averaging

operators (Ah
x(a) and Ah

y(a)), and weighting oprator (Sh) are given (using stencil notation) by:

Dh
xxψ =

1

h2

[

1 −2 1
]
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[

a 1 a
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4h2
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0 0 0
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

ψ, Sh =





d 0 d
0 0 0
d 0 d



 .
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Using the notation ψ(m,n) =
∂m+nψ

∂xm∂yn
for partial derivatives of ψ(x, y), and similarly for f(x, y) in the

Taylor expansion, and assuming ψ(x, y) ∈ C6, one can obtain the truncation error of (2.2) in the form

τh = whf − Lhψ = Eh2 +O(h4), (2.5)

where

E =

(

ca2

1 + 2a2
+ 2d

) [

−ψ(4,0) − 2ψ(2,2) − ψ(0,4) + ψ(4,0)ψ(0,2) + 2ψ(3,0)ψ(1,2) + ψ(2,0)ψ(2,2)

− 2
(

ψ(2,1)
)2

− 2ψ(1,1)ψ(3,1) + ψ(0,4)ψ(2,0) + 2ψ(0,3)ψ(2,1) + ψ(0,2)ψ(2,2) − 2
(

ψ(1,2)
)2

− 2ψ(1,1)ψ(1,3)

]

+
1

12
ψ(4,0) +

2a1

1 + 2a1
ψ(2,2) +

1

12
ψ(0,4) −

1

12
ψ(4,0)ψ(0,2)

+
a1

1 + 2a1
ψ(2,2)

(

ψ(0,2) + ψ(2,0)
)

+
1

12
ψ(0,4)ψ(2,0) −

1

3
ψ(1,1)

(

ψ(1,3) + ψ(3,1)
)

. (2.6)

To get a fourth-order compact discretization, one should choose the discretization parameters a1, a2, c and d
properly so that E = 0. Unfortunately, from (2.6), E will not be zero since the terms ψ(3,0)ψ(1,2), (ψ(2,1))2,
ψ(0,3)ψ(2,1) and (ψ(1,2))2, can not be eliminated. Thus, there is no fourth-order compact discretization to
(2.1). We still can choose the parameters so that E is as small as possible if we know the properties of
ψ(x, y). Below we suppose ψ(x, y) is unknown, and choose a1, a2, c and d to cancel as many terms in (2.6)
as possible to obtain the best compact discretization to (2.1).

One approach is to set

ca2

1 + 2a2
+ 2d =

1

12
=

a1

1 + 2a1
, (2.7)

so that some terms in (2.6) can be eliminated. Solving (2.7) yields a1 = 1
10 , a2 = 1−24d

4+24d , c = 1
2 − 2d with d a

free parameter. The corresponding truncation error is

τ1 =
h2

6

[

ψ(3,0)ψ(1,2) − (ψ(2,1))2 + ψ(1,1)ψ(1,3)

+ψ(1,1)ψ(3,1) − (ψ(1,2))2 + ψ(0,3)ψ(2,1)
]

+O(h4). (2.8)

With the natural choice d = 0 (which gives fewer operations), this discretization has a1 = 1
10 , a2 = 1

4 and
c = 1

2 . We refer to this as the MV discretization, since for the linearized problem (i.e., the Poisson equation)
it is the “Mehrstellen Verfahren” discretization (which is fourth-order). Another approach is to set

ca2

1 + 2a2
+ 2d =

1

6
=

a1

1 + 2a1
(2.9)

to cancel other terms in (2.6). Solving (2.9) yields a1 = 1
4 , a2 = 1−12d

1+12d , c = 1
2 − 2d with d free. The

corresponding truncation error is

τ2 =
h2

12

[

−ψ(4,0) − ψ(0,4) + ψ(4,0)ψ(0,2) + ψ(0,4)ψ(2,0)

+4
(

ψ(3,0)ψ(1,2) + ψ(0,3)ψ(2,1) − (ψ(2,1))2 − (ψ(1,2))2
)]

+O(h4). (2.10)

Again, with d = 0, this reduces to a1 = 1
4 , a2 = 1, and c = 1

2 , which we refer to as the CY discretization.
Two special cases deserve mention. The discretization via standard central finite difference, which is

commonly used, is the one corresponding to a1 = 0, a2 = 0, c = 1
2 and d = 0. The truncation error then is

τs =
h2

12

[

ψ(4,0) + ψ(0,4) − ψ(4,0)ψ(0,2) − ψ(0,4)ψ(2,0)

+4
(

ψ(1,1)ψ(3,1) + ψ(1,1)ψ(1,3)
)]

+O(h4). (2.11)
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Also, if we set a1 = 1
2 , a2 = 0, c = 1

2 and d = 0, we obtain a discretization of (2.1) with truncation error

τc =
h2

12

[

ψ(4,0) + 6ψ(2,2) + ψ(0,4) − ψ(4,0)ψ(0,2) − ψ(0,4)ψ(2,0)

+4ψ(1,1)
(

ψ(3,1) + ψ(1,3)
)

− 6ψ(2,2)
(

ψ(0,2) + ψ(2,0)
)]

+O(h4) (2.12)

We refer to this discretization as “conservative” since it approximately conserves area as in the coodinate
transformation which underlies the MAE (2.1).

2.2. Relaxation scheme. The discrete equation (2.2) is a quadratic equation for ψi,j . Solving it yields
the relaxation scheme

ψi,j ←−
1

2

{

e2 + e3 − (1 + 2a1)h
2 +

[

(

e2 + e3 − (1 + 2a1)h
2 − 4e2e3 + 4e1(1 + 2a1)h

2
)2

+ (1 + 2a1)
2h4

(

[wf ]i,j − 1
)

+
1

16
(1 + 2a1)

2ψ2
pmcorner

]
1

2

}

, (2.13)

where the larger root is taken to preserve positive forcing. Here

e1 =
1

4
[2a1ψcorner + (1− 2a1)ψudlr] , e2 =

1

2
[a1ψcorner − 2a1ψud + ψlr] ,

e3 =
1

2
[a1ψcorner + ψud − 2a1ψlr] , ψud = ψi,j+1 + ψi,j−1,

ψcorner = ψi+1,j+1 + ψi−1,j+1 + ψi+1,j−1 + ψi−1,j−1, ψlr = ψi+1,j + ψi−1,j ,

ψpmcorner = ψi+1,j+1 − ψi−1,j+1 − ψi+1,j−1 + ψi−1,j−1, ψudlr = ψud + ψlr,

and [whf ]i,j is the value of whf at grid point (i, j). This relaxation scheme is unweighted. If the value of
ψi,j is updated right after it is computed, it is the Gauss-Seidel method; if all values of ψi,j are updated after
a complete relaxation sweep, then it is the Jacobi method. We can also introduce a relaxation parameter ω
to obtain the weighted relaxation scheme

ψi,j ←− (1− ω)ψi,j + ωψ̄i,j , (2.14)

where ψ̄i,j is the value computed by the unweighted scheme (2.13).

2.3. Smoothing analysis. Smoothing analysis (also known as local Fourier analysis) is a powerful
tool for designing an efficient multigrid method. Here we carry out one- and two-grid analysis (following the
notation of [8]) on the linearization of the MAE (which is the Poisson equation) to predict the effectiveness
of the smoothers discussed above.

2.3.1. One-grid analysis. After some calculation, one can find the symbol of the smoother for the
Gauss-Seidel method (with lexicographic ordering) is

S̃GS(θ) =
4(1− ω) + ω(1− 2a1) ( eiθ1 + eiθ2 ) + 4ωa1e

iθ2 cos θ1
4− ω(1− 2a1) ( e−iθ1 + e−iθ2 )− 4ωa1e−iθ2 cos θ1

, (2.15)

and the symbol for the Jacobi smoother is

S̃Jac(θ) = 1− ω + 2ωa1 cos θ1 cos θ2 +
ω

2
(1− 2a1) (cos θ1 + cos θ1) . (2.16)

Here, θ = (θ1, θ2) ∈ [−π, π]2 is the discrete vector wavenumber. The smoothing factor is defined as the

maximun absolute value of the symbol over the high modes T high := [−π, π)
2
\

[

−π
2 ,

π
2

)2
, i.e., µ1 :=

sup
{

|S̃(θ)| : θ ∈ T high
}

. Tables 2.1 and 2.2 list the smoothing factor of the Gauss-Seidel and Jacobi methods.
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Table 2.1: Smoothing factor of the Gauss-Seidel method with lexicographic order

µ1 µ2

ω = 1 optimal
ω = 1 optimal

V(1,1) V(2,1) V(1,1) V(2,1)

a1 = 0
0.5 0.5 0.4387 0.4911 0.4387 0.4874

(ω = 1.0) (ω = 1.0) (ω = 1.1)

a1 =
1

10

0.4642 0.4642 0.366 0.4209 0.366 0.4169
(ω = 1.0) (ω = 1.0) (ω = 1.1)

a1 =
1

4

0.4324 0.4323 0.2709 0.4091 0.2653 0.3904
(ω = 0.9) (ω = 0.9) (ω = 0.858)

a1 = 0.5
1.0 1.0 0.99 1.0 0.99 0.99

(ω = 1.0) (ω = 1.0) (ω = 1.0)

Table 2.2: Smoothing factor of the Jacobi method with lexicographic order

µ1 µ2

ω = 1 optimal
ω = 1 optimal

V(1,1) V(2,1) V(1,1) V(2,1)

a1 = 0
1.0 0.6 1.0 1.0 0.6 0.6

(ω = 0.8) (ω = 0.8) (ω = 0.8)

a1 =
1

10

0.6 0.46 0.6 0.6 0.46 0.4687
(ω = 0.9) (ω = 0.9) (ω = 0.9)

a1 =
1

4

0.5 0.3425 0.5 0.5 0.3425 0.4263
(ω = 0.895) (ω = 0.895) (ω = 0.9)

a1 = 0.5
1.0 1.0 0.99 0.99 0.99 0.99

(ω = 1.0) (ω = 1.0) (ω = 1.0)

2.3.2. Two-grid analysis. The effects of grid transfers are included in two-grid analysis, so the two-
grid smoothing analysis provides a more accurate prediction of the performance of a smoother. The effect
of the two-grid cycle is measured by the asymptotic convergence factor

ρ(MH
h ) := sup

{

ρ
(

M̂H
h (θ)

)

: θ ∈ T low, θ /∈ Λ
}

. (2.17)

Here, Λ =
{

θ ∈ T low : L̃h(θ) = 0 or L̃H(θ) = 0
}

, ρ(·) denotes the spectral radius, MH
h is the two grid

operator, M̂H
h (θ) is the representation of MH

h on the harmonics space, L̃h is the symbol of the discrete
operator, and h and H are the mesh size on fine and coarse grid, respectively.

For comparison with the one-grid smoothing analysis, it is convenient to calculate the corresponding

two-grid smoothing factor, µ2 = ν

√

ρ(MH
h ), which estimates the convergence per fine-grid relaxation sweep.

Here, ν = ν1 + ν2 is the total number of sweeps performed per level in a multigrid V(ν1, ν2) cycle.
To compute the two-grid smoothing factor, we still need the symbol of the discrete operator Lh, the

restriction operator IH
h , and the prolongation operator Ih

H . The symbol of the discrete operator is

L̃h(θ) =
−2

(1 + 2a1)h2
[−2 + 4a1 cos θ1 cos θ2 + (1− 2a1)(cos θ1 + cos θ2)] . (2.18)

Full weighting will be used as the restriction operator, and the symbol is ĨH
h (θ) = 1

4 (1 + cos θ1)(1 + cos θ2).

For the prolongation operator, the natural choice is bilinear interpolation, whose symbol is Ĩh
H(θ) = 1

4 (1 +
cos θ1)(1 + cos θ2). The two-grid smoothing factors are also listed in Table 2.1 and 2.2. By doing the
smoothing analysis, especially the two-grid analysis, we learn that:

• The multigrid cycle V(1,1) has better smoothing factors than the V(2,1) cycle;
• For the Gauss-Seidel method, the unweighted version is optimal, and the weighted version (ω = 0.9)

of the Jacobi method is optimal.
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• When a1 ≥ 0.5, the smoothing factors are greater than 0.9999 (i.e., the methods will not converge).

2.4. Numerical results. In this section, we will use all the discretizations and relaxation schemes
described above to solve the nonlinear MAE (2.1) by multigrid methods. To test the solution methods, the

analytical solution is specified as ψ(x, y) = M0
cos[λ(1− y)]

cosh(λx)
, where λ = 6.30505807 and M0 = 0.02. We use

this function so that we can compare the numerical results obtained here with those for Boussinesq case in
[1].

2.4.1. Test case. The four discretizations are considered: SD, CD, MV and CY. For 0.6 ≤ ω ≤ 1.2, we
used both the Gauss-Seidel and Jacobi methods to solve (2.1). The numerical results show that the weighted
version of Gauss-Seidel method does not give much improvement; and the Jacobi method is optimal when
ω = 0.9. From now on, nonGS denotes the unweighted version of Gauss-Seidel method, and 0.9WJ means
the weighted version of Jacobi method with ω = 0.9. Fig. 2.1–2.4 show the running time, numerical average
convergence factor, truncation error and solution error for each discretization for different mesh sizes h.
Fig. 2.1 shows the conservative discretization does not work for the MAE. The numerical convergence factors
are larger than 1, and the solution errors are very large. From the numerical results, we can see that the
Gauss-Seidel method works faster than the Jacobi method, and works for all the four discretizations. The
Jacobi method will fail when the resolution is high.
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Fig. 2.1: MAE: conservative disretization does not work.

2.4.2. Double discretization. Both smoothing analysis and numerical experiments show that the
conservative discretization will not work for the MAE. In an attempt to retain it for its conservation proper-
ties, we also considered double discretization, using the CD for residuals and another discretization (SD, MV
or CY) for relaxation. Double discretizations can solve the problem, but they are not efficient (See Fig. 2.5,
and compare with Fig. 2.2). They give large truncation errors and solution error, and converge slowly.

2.4.3. τ-extrapolation. To solve the MAE to fourth-order accuracy, a noncompact discretization can
be used, e.g., [ψxx]i,j ≈ (12h2)−1

[

−1 16 −30 16 −1
]

ψ + O(h4). But this will involve more than
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Fig. 2.2: MAE: nonGS vs. 0.9WJ, h = 1/128.
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9 points (maybe 25 points), and thus be more expensive. Also, formulating the discretization near the
boundary will be difficult. Another approach is to combine the multigrid method with τ -extrapolation to
yield higher-order accuracy. Various authors have studied τ -extrapolation (e.g., [4], [2] and [3]). We applied
τ -extrapolation to the MAE, and the numerical results show that the problem can be solved to fourth-order
accuracy. Figure 2.6 shows the MAE can be solved to fourth-order accuracy with τ -extrapolation even under
a second-order discretization.
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Fig. 2.6: MAE solved by τ -extrapolation under SD, MV, or CY discretizaion

3. Balanced vortex model. The balanced vortex model of Eliassen [5] describes circularly symmetric
flows in gradient balance. Here we follow the formulation given by Schubert and Alworth [6]. It requires
solving a nonlinear elliptic PDE of the Monge-Ampere type, refered to as the invertibility relation. This can
be written as

[

f2 −R3 ∂

∂R

(

R−3 ∂M

∂R

)] [

∂2M

∂Θ2
− Γ̄σ0

]

+

(

∂2M

∂R∂Θ

)2

+ Γσ∗

(

f +
2

f

∂M

R∂R

)2

= 0, (3.1)

with the boundary conditions

∂M

∂Θ
= 0, at Θ = ΘT , (3.2)

(

f2 +
2

R

∂M

∂R

)(

Θ
∂M

∂Θ
−M

)

+
1

2

(

∂M

∂R

)2

= 0, at Θ = ΘB , (3.3)

Γ−1

(

1 +
2

f2

∂2M

∂R2

)

−1 (

Γ̄σ0 −
∂2M

∂Θ2

)

= σ∗, at R = 0, (3.4)

M = 0, at R = RB . (3.5)



MULTIGRID METHODS FOR MONGE-AMPERE EQUATIONS 9

Here, R (the potential radius) and Θ (the potential temperature) play the role of spatial coordinates, M
is unknown (a Bernoulli function), σ∗ is the forcing, f is the constant Coriolis parameter, σ0 is a constant

reference density, Γ depends on M via Γ = κΠ
p , Π = Π̄ + ∂M

∂Θ , Π̄ = Cp
(

p̄
pB

)κ

, − dp̄
dΘ = σ̄ (σ̄ is a specified

function of Θ), p = pB (Π/Cp)
1/κ

, Γ̄ = κ Π̄
p̄ , κ = 2/7, Cp = 287/κ, and pB and pT are the pressure at the

bottom and top boundaries, respectively. For more detail, see [6].

3.1. Discretization. We discretize the balanced vortex model on the grid defined by Ri = i(∆R), i =
0, 1, 2, · · · , n; and Θj = ΘB + j∆Θ, j = −1, 0, 1, 2, · · · ,m,m + 1. Here, we add ghost points in Θ-direction
to handle the boundary conditions.

Expanding the term R3 ∂
∂R (R−3 ∂M

∂R ) = ∂2M
∂R2 −

3
R

∂M
∂R , and using central finite differences, the discrete

form of the balanced vortex model is

f2R2
i

(

Ai,jBi,j − C
2
i,j

)

Γi,jD2
i,j(∆Θ)2

= σ∗

i,j , i = 1, 2, · · · , n− 1; j = 0, 1, · · · ,m. (3.6)

Here

Ai,j = 2Mi,j − (
3∆R

2Ri
+ 1)Mi−1,j +

(

3∆R

2Ri
− 1

)

Mi+1,j + f2(∆R)2,

Bi,j = 2Mi,j −Mi,j+1 −Mi,j−1 + Γ̄jσ0(∆Θ)2,

Ci,j =
1

4
(Mi+1,j+1 −Mi+1,j−1 −Mi−1,j+1 +Mi−1,j−1),

Di,j = f2Ri∆R+Mi+1,j −Mi−1,j .

The discrete forms of the boundary conditions are

Mi,j+1 −Mi,j−1

2∆Θ
= 0, j = m,

(

f2 +
Mi+1,j −Mi−1,j

Ri∆R

)

(

ΘB
Mi,j+1 −Mi,j−1

2∆Θ
−Mi,j

)

+
1

2

(Mi+1,j −Mi−1,j

2∆R

)2

= 0, j = 0,

Bi,jΓ
−1
i,j

(

1 +
4

f2

Mi+1,j −Mi,j

(∆R)2

)

−1

= σ∗

i,j , i = 0,

Mn,j = 0, i = n.

3.2. Relaxation scheme. The balanced vortex model is highly anisotropic, so point relaxation is not
suitable. The strong coupling lies in the R-direction, so R-line relaxation will be applied. For each fixed j,
the values Mj := [M1,j ,M2,j,, · · · ,Mn,j ]

T
, (j = 0, 1, · · · ,m) are regarded as unknowns, and the values at

adjacent R-lines (j ± 1) are treated as knowns. The equations to be solved for Mj are

F1,j(Mj) := f2(∆R)2B1,j − Γ1,jσ
∗

1,j(∆Θ)2 [ f2(∆R)2 + 4M2,j − 4M1,j ] = 0, (3.7)

Fi,j(Mj) := f2R2
i

(

Ai,jBi,j − C
2
i,j

)

− Γi,jσ
∗

i,j(∆Θ)2D2
i,j = 0, (3.8)

Fn,j(Mj) := Mn,j = 0. (3.9)

One can write (3.7)-(3.9) in vector form as

Fj(Mj) = 0. (3.10)

To solve (3.10), Newton’s method is used, including two steps:

(1) Solve −
∂Fj

∂Mj
(∆Mj) = Fj(Mj);

(2) Update Mj ←−Mj + ∆Mj .

Here, −
∂Fj

∂Mj
is the Jacobian matrix of the vector function Fj . In this model, the system in step (1) is

tridiagonal, so it can be solved efficiently. After doing relaxation on each R-line, the top and bottom
boundary conditions are applied to set the vertical ghost points.
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3.3. Numerical experiments. To compare with the results in [6], we use the same forcing, domain
and resolution. The domain is RB = 1000km, ΘB = 300K, and ΘT = 360K. The domain is divided into a
48× 32 grid. The forcing is

σ∗(z, τ) = σ0















e−τ , z = 0,

sin
(

2 arctan
(

e−τ tan
(

z
2

))

)

(sin z)
−1
, 0 < z < π,

eτ , z = π,

(3.11)

where σ0 = (pB − pT ) / (ΘT −ΘB), pB = 1000mb, pT = 100mb, z = π Θ−ΘB

ΘT −ΘB
, and τ = π Q̂(R)T

ΘT −ΘB
. Here,

Q̂(R) = Q0 exp
(

− (R/R0)
2
)

, and R0 = 250km, Q0 = 30K/day.

Point relaxation on single- and multi-grid are performed. On the single grid, the convergence is very
slow, and it took 233735 seconds (64.93 hours) to obtain a solution. With a multigrid method, the point
relaxation can work faster, 10800 seconds (3 hours) needed to get a solution. But when we solve the balanced
vortex model using R-line relaxation with the multigrid method, only 48.96 seconds is needed.

4. Conclusion. Four discretizations of a simple MAE are discussed. MV gives the smallest truncation
error, CY gives the smallest convergence factor and solution error, and CD does not work. Multigrid V(1,1)
cycles work more efficient than V(2,1) cycles. The balanced vortex model is solved from time T = 0 hour
to 96 hours. The performance degrades slightly when T is large (i.e. very forcing). In the future work, we
will develop a robust multigrid method, based on the methods for (2.1), for the balanced vortex model and
hopefully for general MAEs.
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