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Abstract. The paper introduces a nonlinear multigrid solver for mixed finite element discretizations based on the Full
Approximation Scheme (FAS) and element-based Algebraic Multigrid (AMGe). The main motivation to use FAS for unstruc-
tured problems is the guaranteed approximation property of the AMGe coarse spaces that were developed recently at Lawrence
Livermore National Laboratory. These give the ability to derive stable and accurate coarse nonlinear discretization problems.
The previous attempts (including ones with the original AMGe method, [5, 11]), were less successful due to lack of such good
approximation properties of the coarse spaces. With coarse spaces with approximation properties, our FAS approach on un-
structured meshes should be as powerful/successful as FAS on geometrically refined meshes. For comparison, Newton’s method
and Picard iterations with an inner state-of-the-art linear solver is compared to FAS on a nonlinear saddle point problem with
applications to porous media flow. It is demonstrated that FAS is faster than Newton’s method and Picard iterations for
the experiments considered here. Due to the guaranteed approximation properties of our AMGe, the coarse spaces are very
accurate, providing a solver with the potential for mesh-independent convergence on general unstructured meshes.
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1. Introduction. The Full Approximation Scheme (FAS) is a multigrid method for nonlinear problems,
[2, 7, 22, 8]. Its most widespread use is in geometric multigrid on structured grids due to difficulties associated
with defining a coarse nonlinear operator on unstructured meshes. On unstructured grids, the most popular
choice of nonlinear solver schemes is typically Newton-Krylov methods preconditioned by e.g. a black box
method such as Algebraic Multigrid (AMG), [3, 20]. However, FAS offers potential benefits with respect to
traditional methods, such as a larger basin of attraction, faster initial convergence, data locality and lower
memory footprint. Several papers have addressed the application of FAS to unstructured grids. In [15, 16],
FAS based on agglomeration multigrid is compared to Newton-Multigrid. In these papers, coarse grid control-
volumes are formed by merging together finer grid control-volumes. Based on this agglomeration of control-
volumes, the associated interpolators between grids are defined as simple injection/piecewise constants. In
a multilevel context, piecewise constant interpolation between grids is insufficient and will result in loss
of accuracy and therefore loss of performance in the overall multigrid scheme, [17]. An improvement was
suggested in [17] to use an implicit prolongation operator, however, it may be too expensive to be worth the
gain in convergence rate.

This paper can be seen as an extension of the work in [5, 11]. In these papers, FAS is combined with
AMGe to obtain a nonlinear solver for lowest order nodal finite elements. Mesh-independent convergence
is demonstrated (only) for an elliptic 2D model problem, [5]. The main difference between the work in our
paper and [5, 11] is the underlying AMGe method providing the multigrid components, namely the restric-
tion, prolongation and nonlinear coarse operators. In [5], the method is based on the AMGe introduced
in [10, 23]. This results in coarse spaces, where only one degree of freedom can be used for each agglom-
erate. Consequently, it is difficult to maintain accuracy on very coarse agglomerate meshes, resulting in a
degradation of the FAS solver performance. The version of AMGe used in this paper, [13, 14], allows the
construction of operator-dependent coarse spaces for the whole de Rham complex (i.e. the sequence of H1-
conforming, Hpcurlq-conforming, Hpdivq-conforming and L2-conforming spaces). This gives the foundation
to cover a broad range of applications such as elliptic PDEs, Maxwell equations, Darcy flow equations, etc.
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In this paper, we restrict ourselves to the use the Hpcurlq, Hpdivq and L2 spaces. The recently developed
AMGe technique with guaranteed approximation properties on coarse agglomerated meshes provides the
coarse spaces used for the restriction, prolongation and nonlinear operators. These coarse spaces have the
properties necessary (and are intended) to be used as an upscaling tool, but in this paper we demonstrate
that the same coarse spaces can be reused for solvers. The coarse spaces have desirable properties analogous
to the original finite element spaces: Nédélec, Raviart-Thomas and discontinuous piecewise. This is ensured
by introducing additional degrees of freedom associated with non-planar interfaces/edges between coarse
elements/faces (agglomerates of finer level elements/faces). In this way, the necessary number of degrees of
freedom on coarse faces or coarse edges are automatically found via singular value decomposition.

The FAS-AMGe method implemented in this paper is tested on a nonlinear saddle point problem with
applications in porous media flow. It is compared to exact and inexact Newton’s method and Picard iter-
ations. The comparison is done in a fair way by letting the FAS, Newton’s method and Picard iterations
utilize the same underlying components, namely the multilevel divergence free solver, recently developed at
LLNL, for the solution of the mixed discretization of the Darcy problem.

The rest of the paper is structured as follows. In Section 2 we give a brief outline of the AMGe method
we use. Section 3 summarizes the FAS we use in general terms. The model problem of our main interest is
introduced in Section 4. A key ingredient of our solver, namely, a divergence-free preconditioner is briefly
summarized in Section 5. The main part of this paper consisting of a large set of numerical tests, is given in
Section 6. At the end, in Section 7 we provide some conclusions and perspectives.

2. Element-based Algebraic Multigrid (AMGe). AMGe is a framework of multilevel methods
for the solution of systems stemming from finite element discretizations. In contrast to AMG, where only
system coefficients are used, AMGe also employs grid topology and finite element matrices. The specific
version of AMGe used in this paper was introduced in [13, 14, 19]. The method facilitates the construction
of operator-dependent coarse spaces which can be shown to guarantee approximation on coarse levels for
general unstructured meshes. Thanks to the guaranteed approximation properties, this AMGe technique can
be used as a discretization tool (upscaling) on coarse (agglomerated) meshes and allows for the generation
of accurate coarse spaces for the FAS hierarchy.

In a setup phase, a hierarchy of agglomerated meshes is formed. Each agglomerate is formed by grouping
together finer-grid elements (or agglomerates if already on a coarse level). For unstructured meshes, the ag-
glomeration can be accomplished by the use of graph partitioners. In particular, this work uses METIS, [12],
to form agglomerates. Once the hierarchy of agglomerated meshes is generated, coarse spaces are computed
by restricting certain basis functions and by solving local saddle point problems for each agglomerate entity.
A thorough description of the methods involved is out of scope for this paper. In addition, this version of
AMGe allows to assemble the coarse grid residuals and Jacobians directly on coarse agglomerated meshes
without visiting the fine grid. For details on the assembly procedure see [4], where the time-dependent two-
phase porous media flow (reservoir simulation) is solved with optimal complexity on coarse (upscaled) levels.
The software developed for this paper uses the Element-Agglomeration Algebraic Multigrid and Upscaling
Library: ParElag developed at Lawrence Livermore National Laboratory. ParElag is based on the MFEM
library, [1], for the finite element discretization and supports several solvers from the HYPRE library, [9].

3. Full Approximation Scheme (FAS). The FAS, [2, 7, 22], can be considered as a generalization
of multigrid methods to nonlinear problems. For a two-grid method, consider the nonlinear dicrete problem:

(3.1) Ahpuhq “ fh,

where Ah is a nonlinear operator, and the subscript h indicates that all quantities are discretized on the fine
grid. Introducing the approximate solution vh, the residual equation is given by

(3.2) Ahpuhq ´Ahpvhq “ rh,

where rh “ fh ´Ahpvhq. Introducing the subscript H to refer to quantities defined on the coarse mesh, the
coarse residual equation can be written as

AHpuHq ´AHpvHq “ rH ô AHpvH ` eHq ´AHpvHq “ rH ,(3.3)

where eH is the error uH ´ vH .
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To restrict the fine quantities vh and eh, we use the projection operator Π : hÑ H, while to restrict the
residual rh to the coarse grid we use the transpose of the prolongation operator P : H Ñ h. The operators
P and Π are constructed by our AMGe algorithm such that ΠP “ IH . More specifically, the coarse grid
problem reads

(3.4) AH pΠvh `Πehq
loooooomoooooon

uH

“ AHpΠvhq ` P
T rh

loooooooooomoooooooooon

fH

,

The coarse grid correction is then given by eH “ uH ´Πvh. This correction term is prolongated to the
fine grid level by using the prologation operator P and the solution vh is updated accordingly. Algorithm 1
contains a pseudo code for the multilevel implementation of a FAS V-cycle.

Algorithm 1 Pseudo code for FAS V-cycle implementation.
Inputs:
Approximate solution: ul“0

Nonlinear operator: Al, l “ 0, . . . ,nLevels
Right hand side: fl“0

Output :
Approximate solution ul“0

1: function FAS Vcycle(l)
2: if l == nLevels-1 (coarsest grid) then
3: Approximately solve Alpulq “ fl
4: else
5: Nonlinear smoothing of Alpulq “ fl
6: Compute defect: dl “ fl ´Alpulq
7: Restrict defect: dl`1 “ PT dl
8: Restrict solution: ul`1 “ Πul
9: Store approximate solution: uold “ ul`1

10: Compute right hand side for residual equation: fl`1 “ dl`1 `Al`1pul`1q

11: Apply FAS Vcycle(l+1) to compute updated ul`1

12: Compute correction: vl`1 “ ul`1 ´ uold

13: Prolongate correction: vl “ Pvl`1

14: Correct approximation: ul “ ul ` vl
15: Nonlinear smoothing of Alpulq “ fl
16: end if
17: end function

4. Model problem. The saddle point problem of focus in this paper is chosen for the simplicity of the
formulation, while still presenting itself as a numerically challenging nonlinear problem with applications in
porous media flow. The problem stems from Darcy’s law and reads

"

k´1ppqu`∇p “ fu
∇ ¨ u “ fp,

(4.1)

where k is the conductivity field or permeability field as it is commonly called in petroleum engineering, p
is the pressure and u is the velocity. The pressure dependency of the permeability is modeled as

(4.2) kppq “ k0e
´αp,

where k0 is a user-given permeability at reference pressure 0. The problem can be used to model a steady-
state single phase primary depletion of an oil reservoir, where the permeability decreases exponentially with
the pressure.

For simplicity, we assume essential boundary conditions u ¨ n “ 0, but non-homogeneous and natural
boundary conditions can be handled in a similar way.
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4.1. Notation. We now introduce some notation used throughout the paper. Let Ω be a bounded
connected domain in Rd with a regular (Lipschitz continuous) boundary BΩ, which has a well-defined unit
outward normal vector n P Rd. For the cases considered in this paper, d “ 3. For the vectorial functions
u,v P L2pΩq “ rL2pΩqsd and scalar functions p, w P L2pΩq, we define the inner products pu,vq “

ş

Ω
u ¨ v dΩ

and pp, wq “
ş

Ω
p w dΩ. Finally, we introduce the functional space Hpdiv; Ωq defined as

Hpdiv; Ωq :“ tu P L2pΩq | div u P L2pΩqu.

Using the above notation, we define the functional spaces R and W as

R ” tu P Hpdiv; Ωq | u ¨ n “ 0 on BΩu;

W ” L2pΩq.

4.2. Weak formulation. To derive the weak formulation for the mixed system in equations (4.1),
we multiply equations (4.1) with the test functions v P R and w P W and integrate over the domain
Ω. After integration-by-parts of the non-conforming terms and applying the no-flux boundary condition
u ¨ n “ v ¨ n “ 0, we obtain the following variational problem

Problem 1 Find pu, pq P RˆW such that

$

&

%

´

kppq´1u,v
¯

´

´

p,∇ ¨ v
¯

“ pf,vq , @ v P R
´

∇ ¨ u, w
¯

“ pq, wq , @ w PW

To solve the non-linear Problem 1 we consider both the Newton’s and Quasi-Newton’s (Picard) methods.
In a compact notation, the Newton’s/Picard’s step reads

(4.3)
Solve: apδu, δp;v, wq “ ´rpuold, pold;v, wq, @pv, δwq P RˆW;

Update: unew “ uold ` δu, pnew “ pold ` δp,

where the residual variational form is

(4.4) rpuold, pold;v, wq “
´

kppoldq
´1uold,v

¯

´

´

pold,∇ ¨ v
¯

´ pf,vq

`

´

∇ ¨ uold, w
¯

´ pq, wq, @pv, wq P pR,Wq,

and the bilinear form for the Jacobian (Approximate Jacobian) evaluated at puold, poldq is

(4.5) apδu, δp;v, wq “
´

kppoldq
´1δu,v

¯

` β ¨
´

Bk´1

Bp

ˇ

ˇ

ˇ

ˇ

p“pold

uoldδp,v
¯

´

´

δp,∇ ¨ v
¯

´ pf,vq `
´

∇ ¨ δu, w
¯

´ pq, wq, @pv, wq P pR,Wq.

Here β “ 0 leads to Picard iterations and β “ 1 leads to Newton’s method.

4.3. Mixed Finite Element Discretization. The variational non-linear problem 1 and its lineariza-
tion in (4.3) is discretized with the Mixed Finite Element method. In particular, we let Rh Ă R be the
(lowest order) Raviart–Thomas finite element space consisting of vector functions with a continuous normal
component across the interfaces between the elements and Wh ĂW be the space of piecewise discontinuous
polynomials (constant) scalar functions. It is well-known that this choice of finite element spaces satisfies
the Ladyzhenskaya-Babuška-Brezzi conditions, and therefore allows for a stable discretization.

To obtain the discrete version of (4.3), let us denote with
 

φj
(

j“1,...,dimpRhq
a basis for the space Rh

and
 

ψj
(

j“1,...,dimpWhq
a basis for the space Wh. With this notation, the finite element solution puh, phq can
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be written as a linear combination of the basis functions pφj , ψjq. More specifically, letting U P RdimpRhq

and P P RdimpWhq denote the vectors collecting the finite element degrees of freedom uih, i “ 1, . . . ,dimpRhq

and pih, i “ 1, . . . ,dimpWhq, we write

(4.6) uh “

dimpRhq
ÿ

j“1

ujhφ
j , ph “

dimpWhq
ÿ

j“1

pjhψ
j .

We introduce the finite element matrices M , B and N whose entries are given by

(4.7)

Mij “
`

k´1pph,oldqφ
j ,φi

˘

, i, j “ 1, . . . ,dimpRhq,

Bij “
`

∇ ¨ φj , ψi
˘

, i “ 1, . . . ,dimpWhq, j “ 1, . . . ,dimpRhq,

Nij “

ˆ

Bk´1

Bp

ˇ

ˇ

ˇ

p“ph,old

uh,oldψ
j ,φi

˙

, i “ 1, . . . ,dimpRhq, j “ 1, . . . ,dimpWhq.

The Galerkin formulation leads to the solution of the sparse linear system

(4.8) AX “ B,

where the block matrix A and block vectors X and B read:

(4.9) A “

„

M BT ` β ¨N
B 0



, X “

„

δU
δP



, B “

„

F
Q



,

where β “ 0 will lead to Picard iterations and β “ 1 will lead to Newton’s method.

4.4. Multilevel formulation. Using the AMGe technique in Section 2, we construct coarse spaces Rl

and Wl for each level of the hierarchy l. The inf-sup compatibility of the coarse spaces is a direct consequence
of the compatibility of the fine grid spaces R0 and W0 and of the commutativity of the diagram

Rl
Dl

ÝÝÝÝÝÑ Wl

ΠR
l

§

§

§

§

đ

İ

§

§

§

§

PR
l ΠW

l

§

§

§

§

đ

İ

§

§

§

§

PW
l

Rl`1
Dl`1

ÝÝÝÝÝÝÑ Wl`1

,

where, by commutativity, we mean that the identities ΠW
l Dl “ Dl`1ΠR

l and DlP
R
l “ PW

l Dl`1 hold. Here
the Di : Ri Ñ Wi (i “ l, l ` 1) is the discrete operator representing the mapping Diui “ divui P Wi for
all ui P Ri; Pl “ rP

R
l ;PW

l s : pRl`1,Wl`1q Ñ pRl,Wlq is the prolongation operator from coarse to fine, and
Πl “ rΠ

R
l ; ΠW

l s : pRl,Wlq Ñ pRl`1,Wl`1q is the projection operator.
Finally, to apply the FAS V-cycle, we let xl be the unknowns pul, plq, we define the nonlinear differential

operator Al : pRl,Wlq Ñ pR˚l ,W˚
l q as

xAlpxlq, yly “ rlpul, pl;vl, wlq, @yl “ pvl, wlq P pRl,Wlq,

and, on the fine grid, we set f0 “ 0 to match (4.3).

5. Multilevel Divergence Free preconditioner. Each Newton/Picard step require the solution of
a linear system of the form (4.8), where the matrix A is indefinite (saddle point problem). We use the
GMRES method preconditioned by a specialized indefinite AMGe preconditioner (the Multilevel Divergence
Free preconditioner - MLDivFree) developed at LLNL for the solution of the mixed formulation of the Darcy
equations. More specifically, MLDivFree uses a hierarchy of AMGe coarse spaces to form a preconditioner
for symmetric indefinite saddle point problems of the form in (4.8) (when β “ 0). MLDivFree can be
summarized in the following three actions:

1. Find û such that the divergence constraint Bû “ q is satisfied.
2. Find u “ û` Cσ such that ||Mpû` Cσq ´ f ||2M´1 Ñ min, where C is the discretization of the curl

operator (also obtained by AMGe).
3. Find p such that ||BT p´Mu´ f ||2M´1 Ñ min. This is the dual operation of step 1.
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In practice, this is implemented by a symmetric V-cycle with a sophisticated multiplicative smoother. The
pre-smoothing involves first solving for each agglomerate a local saddle point problem. Next a divergence
free correction is obtained by solving for δu “ Cpδσq, where σ P Hpcurlq is computed by applying some
smoothing iteration to the linear system CTMCσ “ CT f . The post-smoother consists of the same two
components but in the reverse order.

In the numerical results section, to allow for a fair comparison among all the nonlinear solvers, we will
apply MLDivFree both as a preconditioner of the linear systems in Newton’s and Picard’s method and in
the smoothing phase of FAS.

6. Numerical results. In this section, scaling experiments are carried out for a structured hexahedral
mesh and for an unstructured tetrahedral mesh. For the exact Newton’s method and Picard iterations
we solve the linear system using preconditioned GMRES up to a relative tolerance of 10´8 and absolute
tolerance of 10´10. The inexact Newton’s method and Picard iterations are based on a Eisenstat-Walker
type condition, [6], to determine the relative tolerance for the linear solver GMRES in each nonlinear iteration
and prevent oversolving. We use the following expression: minp0.5,

a

||rk||2{||r0||2q. Globalization of the
Newton/Picard method is achieved by backtracking. The stopping criterion of the nonlinear solvers used
for all experiments is ||rk||2 ď maxprtol||r0||2, atolq, where rtol “ 10´6 and atol “ 10´8 are the relative and
absolute tolerances. Furthermore, in this section, we use two measures of multigrid performance, namely the
arithmetic complexity and the operator complexity. The arithmetic complexity Ca is defined as the ratio of
the total number of degrees of freedom on all levels (fine grid and coarse) to the fine grid number of degrees
of freedom. In a similar way, the operator complexity Co is the ratio of the total number of non-zeros (in
the mixed system) on all levels to the number of non-zeros on the fine grid. More specifically, we have

(6.1) Ca “

levels-1
ř

l“0

dimpRl ˆWlq

dimpR0 ˆW0q
Co “

levels-1
ř

l“0

nnzpAlq

nnzpA0q
.

We stress upon the fact that many methods in practice can achieve Ca close to unity and have acceptable
approximation properties. However, it is also of vital importance to ensure that Co is small (at least
sufficiently less than two) since then the coarse systems take up much less memory than the fine grid
problem.

6.1. Structured grid scaling. The first study is a comparison between FAS, Newton’s method and
Picard iterations on a structured grid. The computational domain is the unit cube, discretized with a
structured cartesian hexahedral mesh. The permeability coefficient k0 is the realization of a lognormal
spatially correlated random field displayed in Figure 6.1. It is generated by means of a truncated Karhunen-
Loève (KL) expansion with 6 eigenmodes in each direction, a standard deviation of 3 and a correlation length
of 0.1. The KL expansion is chosen for its ability to generate a grid-independent permeability field such
that scaling experiments can be easily performed. Furthermore, it does have some similarities with actual
permeability fields. The parameter α is set to 10.

Five different solver schemes are compared, namely
‚ (1) FAS with Picard linearization. Each smoothing step is using one V-cycle of the MLDivFree

preconditioner.
‚ (2) Exact and (3) inexact Picard iterations with GMRES preconditioned by MLDivFree.
‚ (4) Exact and (5) inexact Newton’s method with GMRES preconditioned by MLDivFree. Note that

for preconditioning, MLDivFree uses the symmetric matrix stemming from the Picard linearization.
Figure 6.2 shows the computational time as a function of degrees of freedom for all solver schemes. The
hierarchy of agglomerated meshes is structured (cartesian) and with a coarsening factor of 2 in each direction.
The coarsest level is 1 agglomerate and the number of multigrid levels range from 3 (on the coarsest initial
mesh) to 7 (on the finest initial mesh) for these experiments. It is evident that all solver schemes have
mesh-independent convergence for the given problem. The inexact solvers are faster than the exact solvers
and FAS is the fastest overall. Table 6.1 holds more information on the results.

We notice that, for this particular problem, the Picard’s method converges in nearly the same number
of iterations as Newton’s method. We suspect that the suboptimal convergence of Newton is due to the
fact that α “ 10 results in very small basin of attraction for the Newton’s method and that backtracking is
needed to ensure global converge of the Newton method.
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Fig. 6.1: Permeability field used for scaling experiments. Generated by a truncated Karhunen-Loève expan-
sion.
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Fig. 6.2: Computational time for various solver schemes as a function of problem size (structured grid).

6.2. Unstructured grid scaling. In this section, we carry out a scaling experiment for an unstruc-
tured tetrahedral mesh. A unit cube is meshed with NETGEN, [18, 21], to produce 8 unstructured meshes
with increasing resolution. We use the same permeability coefficient k0 and parameter α as in the structured
test case. For all 8 meshes, the performance of FAS is compared to the performance of inexact Picard. We
restrict ourselves to these two nonlinear methods, since they have proven to be the fastest. The agglomer-
ation is carried out using the graph partitioner METIS with a post-processing to ensure certain topological
requirements are met. The first level of the mesh hierarchy is geometric (i.e. mesh derefinement) and the
following levels are algebraic (i.e. METIS). The initial geometric level allows for smaller operator complexity.
Figures 6.3 - 6.6 give an example of the topology produced by the procedure. The unstructured coarsening
factor (METIS) used in these experiments is 100 finer elements per agglomerated element.

From Table 6.2, it can be seen that both algorithms perform optimally in terms of linear and nonlinear
iterations. If we look at Figure 6.7, the computational time is good, but slightly suboptimal due to the
operator complexity not remaining constant. This can be remedied by increasing the coarsening factor for
the larger problem sizes.
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FAS+Picard+MLDivFree #elements #linears #nonlinears time/time(FAS)

64 - 5 -
512 - 4 -
4096 - 5 -
32768 - 4 -
262144 - 4 -

Inexact Picard+GMRES+MLDivFree
64 12 9 1.41
512 11 7 1.45
4096 13 9 1.41
32768 12 9 1.71
262144 12 10 2.16

Inexact Newton+GMRES+MLDivFree(Picard)
64 16 9 1.65
512 12 7 1.54
4096 13 9 1.43
32768 12 9 1.73
262144 12 10 2.52

Exact Picard+GMRES+MLDivFree
64 37 9 2.79
512 33 6 2.85
4096 34 7 2.30
32768 37 7 3.17
262144 35 7 3.55

Exact Newton+GMRES+MLDivFree(Picard)
64 59 9 4.07
512 38 6 3.22
4096 41 7 2.78
32768 42 7 3.48
262144 44 7 3.96

#elements #DoFs operator complexity arithmetic complexity #levels

64 304 1.32 1.17 3
512 2240 1.32 1.16 4
4096 17152 1.31 1.15 5
32768 134144 1.25 1.15 6
262144 1060864 1.18 1.15 7

Table 6.1: Information on the structured grid scaling experiments. #linears is the total number of linear
iterations for all nonlinear iterations.

Fig. 6.3: Level 0
Uniformly refined once

Fig. 6.4: Level 1
Agglomerates are based on the uniform refinement

Fig. 6.5: Level 2
Agglomerates are formed by METIS

Fig. 6.6: Level 3
Coarsest level is one agglomerate
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FAS+Picard+MLDivFree Experiment #linears #nonlinears time/time(FAS)

32280 - 5 -
53832 - 4 -
67624 - 4 -
215512 - 4 -
405632 - 4 -
496800 - 4 -
679808 - 4 -
827144 - 4 -

Inexact Picard+GMRES+MLDivFree
32280 13 9 1.42
53832 13 9 1.66
67624 13 9 1.59
215512 11 9 1.33
405632 11 9 1.20
496800 12 9 1.32
679808 12 10 1.28
827144 13 9 1.18

#elements #DoFs operator complexity arithmetic complexity #levels

32280 98644 1.19 1.135 4
53832 164268 1.21 1.135 4
67624 207056 1.21 1.136 4
215512 654332 1.23 1.136 5
405632 1227916 1.29 1.140 5
496800 1507968 1.34 1.144 5
679808 2066320 1.34 1.140 5
827144 2500552 1.34 1.140 5

Table 6.2: Information on the unstructured grid scaling experiments. #linears is the total number of linear
iterations for all nonlinear iterations.
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Fig. 6.7: Computational time for FAS and inexact Picard as a function of problem size (unstructured grids
generated by NETGEN).

7. Conclusion & perspectives. AMGe with guaranteed approximation properties has been combined
with FAS to demonstrate a scalable nonlinear solver for a challenging saddle point problem. Numerical tests
have been performed demostrating the mesh independent convergences of FAS (number of V-cycles). We
compared FAS-AMGe to exact and inexact Newton’s method and Picard iterations; FAS outperformed
the exact methods (4X faster) and also proved slightly faster than the inexact versions. In this paper,
only global linearization has been considered. A more thorough study comparing with local linearization
techniques would be interesting.
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