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Next generation high-performance computing systems are expected to include
high-throughput processors such as GPUs. While algebraic multigrid and the
associated sparse matrix operations have been used successfully in a variety
of settings, previous techniques do not generally develop the fine-grained data
parallelism required for efficent GPU execution. In this talk we detail algebraic
multigrid and sparse operations on (multiple) GPUs and discuss directions for
further efficiencies. Sparse matrix operations such as the matrix-matrix mul-
tiply have long been a bottleneck in the algebraic setup and we present high-
throughput optimizations to this approach along with other operations that
contribute to the performance in a single and multiple GPU setting.
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